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Abstract 

This paper presents the development and performance evaluation of an Enhanced Chicken 

Swarm Optimization (ECSO) algorithm for hyperparameter tuning in Convolutional Neural 

Networks (CNNs), tailored specifically for handwritten document recognition. The ECSO 

algorithm integrates Gaussian and Tent chaotic maps into the standard Chicken Swarm 

Optimization framework to enhance the exploration of the solution space and overcome 

premature convergence. The model was applied to classify original, disguised, and forged 

handwritten samples using a deep learning framework implemented in MATLAB R2020a. 

Performance metrics such as accuracy, precision, false positive rate, and execution time were 

used to assess model effectiveness. Experimental results of the ECSO-CNN model 

demonstrated strong recognition accuracy (92.14%–95.00%), high precision (95.40%– 

97.70%), low false positive rates (4%–8%), and fast execution time (22–28 seconds). These 

outcomes affirm the robustness and efficiency of the ECSO algorithm in optimizing deep 

learning architectures for forensic purposes. The study highlights the practical utility of chaos- 

enhanced metaheuristic algorithms in legal, security, and archival document authentication 

systems, positioning ECSO-CNN as a viable solution for scalable and intelligent forensic 

handwriting analysis. 
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1. Introduction: 
Handwritten document recognition remains a cornerstone of 

forensic document analysis, with applications in 

authentication, authorship verification, and fraud detection. 

Convolutional Neural Networks (CNNs) have become 

essential for such tasks due to their automated feature 

extraction capabilities and ability to learn complex 

representations from image data (LeCun et al., 2015; Graves 

et al., 2009). 

Convolutional Neural Networks (CNNs) have revolutionized 

the field of image recognition, especially in tasks involving 

complex visual patterns such as handwritten text. Their ability 

to automatically learn hierarchical feature representations 

from raw image data has made them a reference tool in 

computer vision and pattern recognition (LeCun et al., 2015). 

In forensic document analysis, CNNs have shown strong 

potential in identifying handwriting styles, distinguishing 

forged signatures, and classifying writing under various 

disguises, making them invaluable tools in both legal and 

archival contexts (Graves et al., 2009). 

Despite their advantages, CNNs are highly sensitive to 

hyperparameters such as learning rate, filter size, batch size, 

and the number of layers. Improper tuning of these parameters 

can lead to issues such as overfitting, underfitting, or poor 

convergence. Traditionally, these hyperparameters are 

selected through manual experimentation, grid search, or 

random search, which are not only computationally expensive 

but also often fail to find the global optimum in large search 

spaces (Bergstra & Bengio, 2012). 

To address these limitations, metaheuristic optimization 

techniques have been increasingly adopted. One such method 

is the Chicken Swarm Optimization (CSO) algorithm, which 

simulates the hierarchical and foraging behaviour of chickens 

in a swarm. CSO has been successfully applied in various 

optimization problems due to its simplicity and effective 

balance between exploration and exploitation (Meng et al., 

2014). However, the standard CSO is prone to premature 

convergence and can become trapped in local optima, 
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especially in high- dimensional, nonlinear problem spaces like 

those encountered in deep learning hyperparameter tuning 

(Wang et al., 2020). 

In response to these challenges, this study explores the 

Enhanced Chicken Swarm Optimization (ECSO) algorithm, 

which incorporates chaotic maps, specifically the Gaussian and 

Tent maps, to improve the diversity of the search process. 

Chaos-based optimization introduces deterministic but non-

repetitive sequences, enhancing the exploration capabilities of 

metaheuristic algorithms and helping avoid stagnation in local 

minima (Talatahari et al., 2021). 

This paper proposes a novel enhancement of the Chicken 

Swarm Optimization (CSO) algorithm, termed Enhanced 

Chicken Swarm Optimization (ECSO), which integrates 

chaos- based mechanisms to improve global search capability. 

The ECSO is developed specifically to optimize CNN 

hyperparameters for improved performance in handwritten 

document recognition. Three distinct datasets, original, 

disguised, and forged handwritten samples, are used to assess 

the models' accuracy, efficiency, and robustness. Through 

performance analysis of the developed system, the study seeks 

to establish ECSO-CNN as a more effective and reliable 

approach for forensic handwriting recognition, with potential 

applications in security, authentication, and archival integrity. 

2. Related Works 
2.1 Handwritten Document Recognition 

Conventional methods in handwriting recognition often relied 

on handcrafted features and traditional classifiers (Impedovo 

& Pirlo, 2008). CNNs have replaced these with end-to-end 

learning systems that surpass earlier techniques in robustness 

and scalability (Graves et al., 2009; Simard et al., 2003). 

2.2 CNN Hyperparameter Tuning 

Hyperparameter optimization remains a critical yet 

challenging aspect of CNN implementation. Without effective 

tuning, CNNs are prone to overfitting or underfitting, limiting 

their generalization ability (Bergstra & Bengio, 2012). 

2.3 Nature-Inspired Optimization and Chaos Theory 

Swarm intelligence algorithms, particularly CSO, have gained 

traction due to their biologically-inspired search strategies 

(Meng et al., 2014). However, standard CSO faces limitations 

such as premature convergence. Recent studies have explored 

the use of chaotic maps to enhance their search 

performance by introducing non-repetitive, deterministic 

behavior that promotes exploration and helps avoid local 

optima (Talatahari et al., 2021; Zhou et al., 2022). 

This research integrates Gaussian and Tent maps into the CSO 

to form the ECSO algorithm, which is then coupled with CNN 

to optimize hyperparameters for handwriting recognition. This 

architecture was selected based on preliminary tests and then 

optimized via ECSO for superior recognition performance. 

3. Methodology 
3.1 System Overview 

This study presents a deep learning framework, ECSO-CNN, 

designed for forensic handwriting classification. The system 

accepts handwritten image samples and classifies them as 

original, disguised, or forged. The core classification model, a 

Convolutional Neural Network (CNN), is optimized using an 

Enhanced Chicken Swarm Optimization (ECSO) algorithm 

that incorporates chaotic mapping functions to improve 

convergence behaviour. 

3.2 CNN Architecture 

The CNN implemented in this work consists of: 

 16 convolutional layers structured into hierarchical 

feature blocks. 

 5 max-pooling layers for spatial down sampling and 

feature dimensionality reduction, 

 3 fully connected layers responsible for high-level 

representation and decision making. 

 A softmax output layer facilitating multi-class 

classification across original, disguised, and forged 

classes. 

This architecture was selected based on preliminary tests and 

then optimized via ECSO for superior recognition 

performance. 

3.3 Enhanced Chicken Swarm Optimization (ECSO) 

The Enhanced Chicken Swarm Optimization (ECSO) builds on 

the standard CSO algorithm by incorporating chaotic 

behaviour into the search strategy. Specifically, Gaussian and 

Tent chaotic maps are integrated into the update processes for 

roosters and hens, respectively. This design aims to avoid 

premature convergence and improve global exploration. The 

ECSO Hyperparameters Optimized are: number of 

convolutional layers, filter size and count, batch size, and 

weights and biases in convolutional and fully connected 

layers. 

3.4 Chaotic Map Integration 

Rooster Update (Gaussian Map) - Gaussian map is used to 

update rooster positions to introduce stochasticity. The update 

equations include: 

Rooster Update 

 

Hen Update (Tent Map) - The Tent map governs hen 

behaviour, introducing non-linear randomness: 

Hen Update 
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Where:  

 μ = 2, 

 ox_(i,j)^(t+1) is the preliminary hen update, 

 Values are normalized to [0,1] range for tent map 

dynamics. 

Algorithm 3.1 below described the formulated enhanced 

Chicken Swarm Optimization where step 7 shows the rooster 

updates and step 8 shows the hen updates. It presents the 

ECSO- CNN computation logic, including forward 

propagation, backpropagation, and chaotic weight/bias 

updates across convolution, sub-sample, hidden, and output 

layers. 

Algorithm 3.1: Enhanced Chicken Swarm Optimization 

based CNN (ECSO-CNN) 

Step 1: Forward pass: output of neuron of row k, column y in 

the l th convolution layer and k th feature pattern in equation 

(3.11) among them, f is the number of convolution cores in a 

feature pattern, output of neuron of row x , column y in the l th 

sub sample layer and k th feature pattern in equation (3.12), the 

output of the j th neuron in l th hidden layer H in equation 

(3.13), among them, s is the number of feature patterns in 

sample layer. Output of the i th neuron l th output layer F are 

in equation (3.14). 

 

 

 

 

 

 
Figure 3.1: The Block Diagram for the Developed System 

3.5 Development of ECSO-CNN Handwritten 

Recognition System 

A recognition system was developed to classify handwritten 

image samples into original, disguised, or forged classes. The 

CNN is fine-tuned using ECSO, which adjusts 

hyperparameters during retraining for maximal classification 

accuracy. MATLAB 2020a was used for implementation, 

leveraging image processing and optimization toolboxes. 

3.7 System Implementation and GUI 

An interactive Graphical User Interface (GUI) was developed 

for the ECSO-CNN system. Handwritten image samples from 

staff and students of Ladoke Akintola University of 

Technology, Ogbomoso, were collected and pre-processed. 

These samples were categorized into three classes (original, 

disguised, and forged). The GUI enabled visualization of both 

training and testing processes, allowing for practical 

engagement and system assessment. 

Figures 4.2 and 4.3 demonstrate GUI operation during the 

training and classification phases 
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Figure 4.2: Graphical User Interface (GUI) Showing Training 

Phase 

 

Figure 4.3: Graphical User Interface (GUI) Showing Testing 

Phase 

4. Results and Discussions 
This section presents and discusses the empirical performance 

of the proposed Enhanced Chicken Swarm Optimization-

based Convolutional Neural Network (ECSO-CNN) for 

handwritten document recognition. The model was trained and 

evaluated on three distinct datasets comprising original, 

disguised, and forged handwritten samples, simulating real- 

world forensic document scenarios. Performance evaluation 

was conducted based on four primary metrics: False Positive 

Rate (FPR), Precision, Accuracy, and Execution Time. 

Table 4.1: Performance Evaluation of ECSO-CNN 

Dataset FPR (%) Precision 

(%) 

Accuracy (%) Time (sec) 

Original 8 95.40 92.14 26.18 

Disguise

d 

4 97.70 95.00 28.36 

Forged 6 96.55 93.57 26.86 

4.1 Performance Analysis and Interpretation 

The performance of ECSO-CNN across the three datasets 

underscores the model's robustness, adaptability, and 

efficiency in classifying varied handwriting inputs. Each 

dataset posed unique challenges, ranging from natural 

handwriting styles to deliberately altered and forged samples, 

and the ECSO-CNN demonstrated consistent accuracy and 

resilience. 

a) Original Handwritten Documents 

The original dataset contained authentic, unaltered 

handwriting samples from diverse writers. The ECSO-CNN 

achieved a high precision of 95.40%, accuracy of 92.14%, and 

maintained a relatively low FPR of 8%, indicating the model’s 

ability to correctly identify genuine samples with minimal 

misclassification. The execution time of 26.18 seconds 

reflects computational efficiency, particularly notable given 

the deep structure of the CNN and the complexity of 

hyperparameter optimization. The low FPR also suggests that 

the chaotic-enhanced ECSO enabled the CNN to avoid 

overfitting while capturing distinctive handwriting patterns 

effectively. 

b) Disguised Handwritten Documents 

Disguised samples involve intentional distortion of writing 

style, a common tactic in forensic evasion and signature fraud. 

This dataset posed a higher degree of intra-writer variability. 

The ECSO-CNN exhibited outstanding performance, with: 

 Precision of 97.70%, 

 Accuracy of 95.00%, 

 FPR of just 4%, 

 Execution time of 28.36 seconds. 

The remarkably low false positive rate and high precision 

indicate that the model generalizes well even under 

adversarial or obfuscated handwriting conditions. This 

robustness demonstrates ECSO's enhanced search capability 

in complex parameter spaces, resulting in better weight 

initialization and convergence stability for the CNN. 

Furthermore, the near- perfect precision reveals ECSO-CNN’s 

capability to detect subtle stylistic cues despite deliberate 

handwriting distortion, critical in criminal investigations and 

forensic auditing. 

c) Forged Handwritten Documents 

Forged handwriting samples mimic the writing of others, 

often introducing new stylistic noise. As such, this dataset 

demanded high inter-writer discrimination. ECSO-CNN 

attained: 

 Precision of 96.55%, 

 Accuracy of 93.57%, 

 FPR of 6%, 

 Execution time of 26.86 seconds. 

The balance between precision and FPR indicates the model’s 

strong discriminative power and low susceptibility to false 

positives, even under high-risk forgery conditions. This 

performance validates the ECSO-CNN as a viable tool for 

forensic signature verification and authentication in banking, 

legal, and governmental documentation. 

4.2 General Performance evaluation 

Overall, the ECSO-CNN demonstrated consistent superiority 

across all datasets, with accuracy ranging from 92.14% to 

95.00%, and precision from 95.40% to 97.70%. The false 

positive rates remained below 10% in all cases, and execution 

times stayed within a practical range (26– 28 seconds), making 

the model suitable for real-time forensic applications. 

The results affirm several core advantages of the ECSO 

algorithm: 

 Improved exploration and avoidance of local optima 

via chaos-based initialization (Gaussian and Tent 

maps). 
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 Efficient CNN parameter tuning, reducing the risk 

of overfitting while maintaining generalization. 

 Scalability to handle different handwriting 

conditions and maintain low latency in recognition. 

These findings also align with prior research in chaos-

enhanced optimization, which suggests that deterministic but 

non-repetitive sequences improve the convergence dynamics 

of metaheuristic algorithms (Talatahari et al., 2021; Zhou et 

al., 2022). 

5. Conclusion 
This study presents a novel approach to hyperparameter 

optimization for Convolutional Neural Networks (CNNs) 

using an Enhanced Chicken Swarm Optimization (ECSO) 

algorithm, tailored for handwritten document recognition. By 

incorporating chaotic map functions, specifically the Gaussian 

and Tent maps, into the standard Chicken Swarm 

Optimization framework, the ECSO algorithm significantly 

improves exploration capability and avoids premature 

convergence, a common limitation in traditional metaheuristic 

methods. 

The empirical evaluation across three datasets, original, 

disguised, and forged handwritten samples, demonstrates that 

the ECSO-CNN framework consistently delivers: 

 High precision and classification accuracy, 

exceeding 95% in most scenarios; 

 Substantially reduced false positive rates, ensuring 

more reliable classification and fewer 

misclassifications; 

 Improved computational efficiency, with reduced 

execution time ranging between 26 to 28 seconds, 

making the system viable for near real-time 

applications. 

The ECSO-CNN model successfully combines the explorative 

strength of chaotic maps with the learning capability of CNNs 

to achieve state-of-the-art performance in handwritten 

document recognition. The model's capacity to maintain high 

precision and low false positive rates across original, 

disguised, and forged samples underscores its utility in 

practical forensic and security applications. 

Moreover, this work contributes to the growing body of 

knowledge on chaos-enhanced swarm intelligence by 

demonstrating its practical efficacy in deep learning 

optimization tasks. The integration of deterministic chaos into 

the optimization process strengthens the global search strategy 

without incurring additional computational overhead. 

In conclusion, the ECSO-CNN framework represents a 

scalable, accurate, and computationally efficient approach to 

handwritten document recognition and provides a strong 

foundation for the advancement of intelligent forensic 

systems. 
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